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Deterministic Policy Gradient1 (DPG)

Actor-Critic recap:

I Actor-critic methods combine policy and value learning

I Can reduce variance and improve learning performance

Idea behind deterministic policy gradient:

I Learn a value function Qφ(s, a)

I Use it as a di�erentiable target to optimize the policy

I Policy follows the value function

1silver2014deterministic.
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Deterministic Policy Gradient Objective

Collect data D and train a value network Qφ(s, a).

Then optimize a deterministic policy πθ(s) via:

J(θ) = Es∼D

[
T∑
t=0

Qφ(s, πθ(s))

]

Chain rule gives:

∇θJ(θ) =
T∑
t=0

∇aQφ(s, a) · ∇θπθ(s)

Interpretation:

I Train Qφ(s, a) from experience

I Update policy in the direction of actions with higher value

I `Let the policy follow the value network'
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Motivation for DDPG

Goal: Extend value-based deep RL (like DQN) to continuous action spaces.

Challenge in continuous spaces:

a?(s) = argmax
a

Q?(s, a) is hard!

DDPG solution:

I Use the gradient of Q(s, a) w.r.t. the action to approximate maxa Q(s, a)

I Deterministic policy actor: πθ(s)

I Critic estimates Qφ(s, a)

Based on:

I Deterministic policy gradient2

I NFQCA3

2silver2014deterministic.
3hafner2011reinforcement.
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DDPG Algorithm Pseudocode

Randomly initialize critic network Qφ(s, a) and actor πθ(s) with weights φ and θ.
Initialize target network Q ′ and π′ with weights φ′ ← φ, θ′ ← θ
Initialize replay bu�er R
for episode = 1 . . .M do

Initialize a random process N for action exploration

Receive initial observation state s1
for t = 1 . . . T do

at = πθ(st) +Nt according to the current policy and exploration noise

Execute action at and observe reward rt and observe new state st+1

Store transition (st , at , rt , st+1) in R
Sample a random minibatch of N transitions (si , ai , ri , si+1) from R
Set yi = ri + γQφ′(si+1, πθ′(si+1))
Update critic by minimizing the loss: L = 1

N

∑
i (yi − Qφ(si , ai ))

2

Update the actor policy using the sampled policy gradient:

∇θJ ≈
1

N

∑
i

∇aQφ(s, a)|s=si ,a=µ(si )∇θπθ(s)|si
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DDPG Algorithm Pseudocode

Update the target networks:

φ′ ← τφ+ (1− τ)φ′

θ′ ← τθ + (1− τ)θ′

end for

end for
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DDPG Algorithm Overview

DDPG characteristics:

I Actor-critic, model-free

I Continuous actions

I O�-policy learning

I Replay bu�er (like DQN)

I Target networks for stability (like DQN)

DDPG showed strong performance on physics control tasks:

I CartPole, Gripper, Walker, Car driving

I Learns from pixels in some settings

Key idea: Use deterministic policy + learned Q gradient to update actor.
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DDPG Resources

Implementations:

I Spinning Up (spinningup.openai.com)

I Stable-Baselines (stable-baselines.readthedocs.io)

I Original paper4

DDPG Summary:

I Bridges DQN ideas into continuous control

I Strong baseline in robotics and physics simulators

I Foundation for later methods (TD3, SAC)

4lillicrap2015continuous.

https://spinningup.openai.com
https://stable-baselines.readthedocs.io
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Value vs Policy vs Actor-Critic

Value-based, policy-based, and actor-critic methods5.

5moerland2021lecture.
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