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Matrix Calculus

» Specialised notation for multivariate calculus.

» Simplifies operations such as finding the minimum of a multivariate
function.

» Different conventions exist. You may choose any as long as you remain
consistent.

» Purpose of these slides is to set the convention for the rest of the course.
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Notation

» Scalars are denoted by lower-case letters like s, a, b.

» Vectors are denoted by lower-case bold letters like x,y, v.

> Matrices are denoted by upper-case bold letters like M, D, A.
» Any vector x € R? is by default a column vector.

X1
X2
X =

Xd

» The corresponding row vector is obtained as x

T= [xl X0
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Vectors

For vectors x,y € RY and z € R¥

>

>
>

>

>

Inner product xTy = x1y1 + Xay» + - - - + Xqyq is a scalar value. Also
called dot product or scalar product.
Other representations: x -y, (x,y) and < x,y >.
Represents similarity of vectors.
> If xTy =0, then x and y are orthogonal vectors (in 2D, this means they
are perpendicular).

Euclidean norm of vector

x| = VxTx = V/x1x1 + xox2 + -+ - + XgXq

represents the magnitude of the vector.
Unit vector has norm 1. Also called normalised vector.

If |x|[ =1 and |ly|| = 1, and x"y = 0, then x and y are orthonormal
vectors.

Outer-product xz" is a d x k matrix.
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Matrix and Vector Calculus

For scalars x,y € R, vectors x € RY,y € R* and matrices X,Y € R™*", we
will use the following conventions for writing matrix and vector derivatives.

dy _Ta
: _ Y _ oy 9y .. Oy
Scalar w.r.t vector: Vyy = o [8x1 e 8Xd}
oy
X
o gy2
Vector w.r.t scalar: V,y = o Ox
Ox :
(979
L Ox
r v o . On
Vin o Ox g
dy V)2 % % %
Vector w.r.t vector: Vyy = -~ = _ = | e Xd
Ox : oo
Oy Oy ... O
'vxyk 8X1 8X2 aXd
kxd
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Matrix and Vector Calculus

9y 9y ... Oy
5 85}1/1 65}2;1 o 35,}1}1
Scalar w.r.t matrix: Vxy = 9 8%12 6%22 8X.m2
oX : ; :
9y 9y ... Oy
8Xln 8X2n 8an
3({};11 3(%/12 . %
X X X
oY Oy21  Oyz» . Oyan
Matrix w.r.t scalar: V,Y = — = 8_X 8_X 8.X
ox : : ' :
Oym  Oym2 .. Oymn
Ox 2% Ox
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Matrix and Vector Calculus

For vectors x,y € R and matrices M € Rk*? and A € R9*d
> Vly™x) = Vx(xTy) =y "
> Vi(Mx) =M
> Vi(xTAx) = xT(AT +A)
> For symmetric A, V(x” Ax) = 2(Ax)T

Prove all of the derivatives given above.
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