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Orthogonal & Orthonormal Sets

Orthogonal & Orthonormal Sets

Content in this lecture applies to sets of 2 or more vectors.

» The solution of a problem can often be simplified by choosing
a basis with orthogonal basis vectors.

» Further simplification is achieved if the orthogonal vectors are
also unit vectors.

A set of two or more vectors in a real inner product space
is said to be orthogonal if all pairs of distinct vectors in
the set are orthogonal.

An orthogonal set in which each vector has norm 1 is
said to be orthonormal.

» Roughly, orthonormal = orthogonal 4+ normal.
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Orthogonal & Orthonormal Sets

Orthogonal & Orthonormal Basis

» Recall that any set of n linearly independent vectors
constitutes a basis for R”.

> |If a set of basis vectors is orthogonal as well, it is called an
orthogonal basis.

» If an orthogonal basis is made from unit vectors, it is called an
orthonormal basis.

» Any vector v can be normalized by dividing by its magnitude
IITIHV which makes it a unit vector. Verify this.

» A familiar orthonormal basis is the standard basis for R” with
the Euclidean inner product:

1 0 0

0 1 0
e = |. ey = |, ...ep =

0 0 1
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Orthogonal & Orthonormal Sets

Example

Verify that the following set is orthonormal with respect to the
standard Euclidean inner product on R3.

o

u; =

o
N
|

S st

1
V2
uz = 0
L
V2
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Orthogonal & Orthonormal Sets

Why orthonormal basis?

» Assume S = (v1,V2,...,V,) is a non-orthogonal basis for R".
» Any vector u can be represented in S as

u=cvy+ Ve + -+ CpVp

which can be written as a linear system Vc =u

> |t can be solved for the coefficients ¢, ¢, ..., ¢, via matrix
inversion ¢ = V~1u which can be an expensive operation.
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Orthogonal & Orthonormal Sets

Why orthonormal basis?

» Had S been orthogonal (or orthonormal), finding the ¢; would
have been much easier.
» Orthogonal case:

o (u,vj)

CvillP
» Orthonormal case:

¢ = (u,v;)

» Notice the convenience — linear system versus simple inner
products.
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Orthogonal & Orthonormal Sets

Why orthonormal basis?
Proof of orthogonal case

(u,vi) = (avi + V2 + - - + CpVi, Vj)
c1(vi, Vi) + c{va,vj) + - - + cp{vp, V)
= ¢j(vj,vj) since S is an orthogonal basis

<U,V,'>
[Ivill?

Orthonormal case can now be proven by observing that ||v;|| = 1 if
S is an orthonormal basis.
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Ortl | Projection

Orthogonal Projection

L "

projy.Lu

0 Projy-u

> u is a vector in inner product space V.
» W is a subspace of V.
» We can express

u = projyyu + projyy L u
or alternatively,

ProjyyLuU = u — projy u
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Ortl | Projection

Orthogonal Projections

» Let W be an r-dimensional subspace of V and let
V1,Va,...,V, be an orthogonal basis for W.

> projytn = (T + (X8 + -+ B,
» |f basis is orthonormal, then
projyyu = (u,vi)vy + (u,va)vo + - -+ + (u, v,)v,.
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Gram-Schmidt Process

Gram-Schmidt Process

» Every nonzero finite-dimensional inner product space has an
orthonormal basis.

» A basis ug, us,...,u, can be converted into an orthonormal
basis vi,Vo, ...,Vv, via the Gram-Schmidt process.

» Basic idea: u — projyu is always orthogonal to W.
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Gram-Schmidt Process

Gram-Schmidt Process

To convert a basis uy, up, ..., u, into an orthogonal basis
V1,V2,...,V,, perform the following computations:
. V1 = up

_ uz,vi
. Vo = Uy — <||v H2>V1

1
2
3. v3=u3 — <|l|'3 \"‘2) v — 2"‘22> V2
4

L
al? V1~ val

. Vg = Uy —

B Vo — |2> V3

[[va] val

5. Continue until v,.

Normalize the v; vectors to obtain an orthonormal basis.

Notice that by construction v; is orthogonal to each of the
vectors in ui,uUp,...,U;_1.
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Gram-Schmidt Process

Gram-Schmidt Process

Assume Euclidean inner product is defined on R3. Apply the
Gram-Schmidt process to transform the basis vectors

u; = (1, 1, 1), Up = (0, 1, 1), usz = (0,0, 1)

into an orthogonal basis {vi, v, v3}, and then normalize the
orthogonal basis vectors to obtain an orthonormal basis

{d1,92,q3}.
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QR Decomposition

QR Decomposition

Every invertible matrix A can be written as the product
A = QR of an orthonormal matrix @ and an upper trian-
gular matrix R.

» The column vectors uq, us, ..., u, of A can be converted into
an orthonormal set q1,qa, . .., q, using the Gram-Schmidt
process.

» Each column vector u; can be represented in the new basis as

u; = (u;,q1)q: + (Ui, q2)q2 + - - - + (Ui, 4n)qn
(Ui7q1>

=[Q1 qz ... Qn] (u,-,'q2>

<Uia.qn>
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QR Decomposition

» So the n columns of A can be represented as

guh(hi éuz,qli
i v o ow]=[am @ . a) e

(u,a0)  (u2,q0)

QR Decomposition

<u",q1>
<u"7q2>

(Un, )

R

» The terms in the lower triangle (shown in red) are all 0 due to
the Gram-Schmidt process. Hence R is an upper triangular

matrix.

» Find a QR-decomposition of

A=

==
= = O
= O O
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