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Variations of Convolutional Neural Networks



CNN Variations

� There are lots of variations of the basic CNN idea.
� Fully convolutional networks. No pooling and no fully connected layer.
� 1 × 1 convolutions to reduce computations.
� Inception modules to combine multiple filter sizes.
� Residual blocks to avoid vanishing gradients.
� Depthwise separable convolutions to reduce parameters and computations.
� Lightweight and fast models (SqueezeNet, MobileNet, . . . ) for edge

computing.
� Fast search over hyperparameters (EfficientNet).

� A whole course can be dedicated to CNNs alone.
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1 × 1 convolution
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Depthwise Separable Convolution
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Residual Block
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Transposed Convolution
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Unpooling
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Fully Convolutional Networks
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