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Abstract. With the advent of World Wide Web (WWW), world is being over-

loaded with huge data. This huge data carries potential information that once 

extracted, can be used for betterment of humanity. Information from this data 

can be extracted using manual and automatic analysis. Manual analysis is not 

scalable and efficient, whereas, the automatic analysis involves computing 

mechanisms that aid in automatic information extraction over huge amount of 

data. WWW has also affected overall growth in scientific literature that makes 

the process of literature review quite laborious, time consuming and cumber-

some job for researchers. Hence a dire need is felt to automatically extract po-

tential information out of immense set of scientific articles in order to automate 

the process of literature review. Such service would require machine learning 

models to train. Whereas, such model in turn require training dataset. To con-

struct a quality dataset often involves employment of annotation tools. There 

exist wide variety of annotation tools, but none are tailored to assist annotation 

of scientific articles. Hence in this study, web-based annotation tool for scien-

tific articles is developed using Python language. The developed assistant em-

ploys state of the art machine learning models to extract metadata from scien-

tific articles as well as to process article’s text. It provides various filters in or-

der to assist annotators. An article is divided into various textual constructs in-

cluding sections, paragraphs, sentences, tokens and lemmas. This division can 

help annotators by addressing their information need in an efficient manner. 

Hence, this annotation tool can significantly reduce time while preparing da-

taset for full-text scientific articles. 
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tant, Tagging Tool, Research Articles, Scientific Literature. 

1 Introduction 

In last few decades, advent of computers and later World Wide Web (WWW) have 

changed human civilization dramatically. Now we live in the world which is being 

overloaded with the data and the information. This information overload is posing 

new challenges to human intellect and hence creating opportunities for innovation. 

The WWW has resulted into rapid growth of scientific literature. A research study 

presented in [1], concludes that amount of scientific articles tend to doubles every ten 

to fifteen years. There are other studies as well that have compiled the stats regarding 
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published scientific articles in 2016 only, and number goes around 2.2. million [2], 

[3]. 

This enormous increase in scientific content poses significant challenges for the re-

searchers who want to determine state of art in their respective field of interest. As 

literature review involves literate acquisition, its pruning followed by reading of fil-

tered articles and finally consolidation of findings. Hence, due to almost exponential 

growth of this data, the process of literature review becomes very time consuming, 

laborious and cumbersome. At the same time, this whole process of performing sys-

tematic literature review is of utmost importance for researchers to identify research 

gaps in existing literature. According to one of the systematic literature review guide-

line, time require to conduct a quality review can take up to one year [4]. Another 

study points that systematic literature review can take up to 186 weeks with sin-

gle/multiple human resources [5]. 

To provide researchers with assistance during literature acquisition, many research 

organizations and scientific publishers such as ACM, IEEE and Springer etc. have 

provided digital research repositories. These libraries tend to offer search filters that 

provide ease to users while querying through millions of research articles. These digi-

tal research repositories employ metadata information from scientific articles in order 

to provide various searching facilities. Hence, metadata extraction from scientific 

articles eventually helps in saving researcher’s time while performing literature acqui-

sition. In order to perform literature review, next step is to read and consolidate find-

ings from acquired literature. This step requires to go through bulk of scientific arti-

cles in order to determine the state-of-the-art in a specific domain of interest. From a 

researcher’s point of view, this whole process is of utmost importance but time-

consuming, laborious and cumbersome.  

In the light of above points, it is evident that study of research papers by means of 

automated analysis will eventually aid researchers. Pertinent question in this regard is 

that how potential information from scientific articles can be automatically extracted. 

In order to address this and related problems, a whole domain named Information 

Extraction (IE) is dedicated for extraction of potential information nuggets from data. 

The IE is majorly focused on extraction of structured data from unstructured or semi-

structured data. It is being widely used across multiple domains, for example, in the 

domain of medical sciences, IE is applied in order to extract information about pa-

tient's information, their previous medical history, causes and respective cures [6]. The 

domain of IE is comprised of concepts and techniques of Machine Learning, Natural 

Language Processing (NLP), Text Mining (TM) and Information Retrieval (IR). 

As far as IE application on scientific articles is concerned, progress is limited. The 

main reason is unavailability of benchmark datasets. For any IE problem, dataset is 

critical. An article consists of various sections; its metadata or header, full-body text 

and references section. Metadata usually include title, authors, affiliations, venue, date 

and abstract of a scientific article. Full-text refers to the whole text part of scientific 

article from abstract till conclusion. References refer to bibliography section and it is 

either included in metadata or dealt separately in literature. 

Each of these can be used to make IE from scientific articles more beneficial to 

community. Metadata Extraction is being widely studied in literature with pioneer 
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studies dating back to 1999 [7]. Reference parsing, also known as citation metadata 

extraction, is also studied in literature and work is going on after a comprehensive 

dataset is made publicly available [8]. Both these problems had their initial bench-

mark datasets created in early 2000s as part of CORA project [7], [9]. Full-text pro-

cessing on other hand, is still in preliminary phases. All these previous advancements, 

in metadata extraction of reference processing, adopt the approach of Named Entity 

Recognition (NER) to extract phrases and assign rhetorical categories to them. 

In case of full-length scientific articles, prior advancements are made by ART pro-

ject [10], [11], but the project focused on sentence level classification in various rhe-

torical categories such as background, method, result, conclusion etc. First attempt to 

extract domain, techniques from scientific articles’ abstracts was made in 2011 [12], 

where the technique relies on rules and bootstrapping approaches. Recently, several 

contributions are made that are focused on annotation of scientific articles’ abstracts 

[13], [14]. Most of these researches rely on annotation tool in order to annotate the 

data. The annotation tool makes the task of annotation easier by providing automatic 

way of tag assignment that result in human error reduction and is time efficient. 

2 Existing Tools 

In the light of literature regarding annotation tools, BRAT [15] is the widely used 

open-source tool for annotation of IE-oriented problems. Many datasets have been 

prepared using this tool. It provides a great UI interface with many features including 

collaboration, comparison of annotations among annotators etc. Moreover, BRAT 

tends to convert the input into sentences, and later provide support to annotate phrases 

as sentences. On top of it, it further gives facility to annotate relationships between 

entities. In order to set it up, very minor configurations are required. Primary weak-

ness of BRAT with respect to scientific articles annotation is its incapability to pro-

cess PDF processing or complex text, as it requires plain text as input. Therefore, this 

solution cannot be used to annotate scientific articles. Another open-source annotation 

solution include Callisto [16] which provides great linguistic support but also supports 

plain text only and requires configurations that are cumbersome in comparison to 

other available solutions. 

Adobe Acrobat itself offers primitive highlighting and notes as well as commenting 

support, but manually inputting the respective tagged information and later compiling 

this annotation information requires a lot of manual effort and is prone to human er-

rors. Additionally, Acrobat is a proprietary solution and hence does not enable auto-

matic extraction of highlighted snippets, comments, tags and notes. Hence, it also does 

not serve the purpose for annotating scientific articles. Recently OpenCalais [17], a 

project by Thomson Reuters has also started services for annotation. It offers demo 

version as well as API support. It does not offer features to extend annotation markers 

though. Currently, it is focused on extracting general entities from PDF documents as 

well as from plain text. Table 1 presents overall attributes of various annotation tools 

that are being used in literature.  



4 

In following table, type refers to the medium that is provided to consume services. 

Input refers to the input format that are being supported by the respective solutions. 

Export refers to the availability of export feature that will assist in exporting user an-

notations. Vis refers to the availability of visualization support while making annota-

tions. Free refers that solution is available either free-of-cost or under a subscription 

fee. OS field refers that either respective tool is open-source. Ease refers to the ease of 

usage of respective solution i.e. how many configurations or prior knowledge are re-

quired to employ the respective tool. Lastly, Ext points towards the availability of the 

solution to provide support to extend annotation markers set. In other word, it means 

that if a solution provides means to customize annotation markers or not.  

Table 1. Summary of Existing Tools 

Tool Name Type Input  Export Vis Free OS Ease Ext 

BRAT Web Text Yes Yes Yes Yes High Yes 

A. Acrobat Desktop PDF No Yes No No Med No 

Mendely Desktop PDF No Yes Yes* No Med No 

Callisto Desktop Text  Yes Yes Yes No Low Yes 

OpenClais Web/API PDF/Text No Yes Yes* No High No 

* refers that upgraded solutions are available against subscription fees 

 

Thus, it is evident that researchers tend to use annotation tools for quality data prepa-

ration and effective time-utilization. So far, there exist no open-source annotation tool 

for scientific articles that provides options to process PDF along with customized 

annotation markers. Hence, in this study a primitive annotation tool for scientific arti-

cles is developed that takes scientific article into PDF format and later convert PDF to 

text. After that, metadata extraction and citation metadata extraction is performed by 

means of state of the art solutions. Section 3 briefly explains the major use-cases de-

veloped in the study along with major use-cases. Section 4 concludes the study fol-

lowed by discussion of future prospects and advantages of developed tool. Last sec-

tion compiles the related bibliography.  

3 Tool Development 

This section briefly explains the major use cases provided for the annotation of scien-

tific articles. It briefly explains the User Interface developed to assist the annotators 

while performing data annotation. Currently, the tool supports articles in PDF format 

only, as PDF is the most widely used format for scientific research dissemination. The 

current tool is developed as Web application in Python using Django server, JavaS-

cript and JQuery for scripting purposes and SQLite DB for storage. It employs Python 

NLTK for text processing. The whole system is developed on Linux operating sys-

tem. 
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3.1 Use Cases 

The first version of developed tool provides facilities to upload articles. After the user 

uploads an article, next step is to convert the document into text. PDF to text conver-

sion is rather tricky due to various styling and formatting variation across scientific 

articles Thus, various tools were employed to carry out the task including PDFBox, 

PDFToText, TextSharp, AbbyReader etc. These tools parsed single formatted article 

just fine, whereas in double column format, output was most of the time not usable 

due to text disorientation making sentence meaning incomplete. Hence, a comprehen-

sive search for various scientific artilces processing tools was carried out. During this 

course, many tools were discovered including Parsict, Docear, GROBID and 

CERMINE [18]–[21]. Out of these, GROBID was selected due to its wide usage 

across various research platforms and on-going development. In addition to convert-

ing scientific articles to PDF, GROBID also extracts primitive metadata information 

and citations as well. GROBID tends to covert PDF document into XML using Text 

Encoding Initiative format. 

By means of parsing this format, metadata and citation information is separated 

from the document. The remaining text carries broken passages. Hence, by means of 

various heuristics and language processing techniques, this text is compiled and fur-

ther classified into sections, paragraphs, sentences and tokens using natural language 

toolkit. Furthermore, in the light of primitive survey conducted on a national graduate 

symposium, search filters are provided. These filters enable annotators to search 

through the various occurrences of terms across a document. All this textual pro-

cessing is carried out using Python Natural Language Toolkit (NLTK). 

After processing of textual content, next major assistance provided is regarding 

annotation markers. Annotators can add as many annotation markers as they can, with 

an option to provide distinct color against any marker. This color selection further 

aids annotators while performing data annotation, as it tends to highlight the annotat-

ed text with the color associated with respective annotation marker. This feature tends 

to provide visual assistance to the annotators regarding annotations made so far. 

In addition to visually aiding the annotators, all the annotated texts are visible by 

means of a drop-down option. These annotations can be searched and deleted by the 

annotators to provide ease in case, that an annotation is made by mistake. Lastly, an-

notators can export the annotations into variety of formats including ann format that is 

being used by BRAT, IOB format: that is widely used format for various NER prob-

lems and XML format: that was adopted by pioneer search study regarding entity 

extraction from scientific articles [12]. Exporting options are available against a sin-

gle article as well as against whole set of annotated articles. Major use-cases of the 

developed tool are listed in Table 2. 

Table 2. Major Use-cases against developed tool 

No. Name Description Success 

1 Upload 

PDF 

In this module user will upload the 

research paper in the PDF format. 

PDF is uploaded successfully 

and user is redirected to 

document details. 
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2 Load Exist-

ing Article 

User can select any article that was 

processed before from the drop-down. 

Document loaded successful-

ly, and user is redirected to 

document details. 

3 Download 

All Annota-

tions 

User can download all annotations 

which are made up till now. 

Data downloaded in archive 

format. 

4 View Meta 

Data 

User can view meta data of uploaded 

PDF/ existing article. 

Metadata of the research 

paper is displayed on the 

frontend. 

5 View Ref-

erences 

User can view references against up-

loaded PDF/ existing article. 

References of the research 

paper are displayed on the 

frontend. 

6 View Full 

Text 

User can view the full-text of article by 

selecting respective option from drop-

down menu. 

All plain text is displayed on 

the frontend. 

7 View Sec-

tions 

User can view the sections of article by 

selecting respective option from drop-

down menu. 

All sections are displayed in 

left side-bar on the frontend. 

8 View Sen-

tences 

User can view the sentences of arti-

cle by selecting respective option from 

drop-down menu. 

All sentences are displayed in 

left side-bar on the frontend. 

9 View 

Lemma 

User can view the lemmas of article by 

selecting respective option from drop-

down menu. 

All lemmas are displayed in 

left side-bar on the frontend. 

10 Click Side-

Bar Entry 

For Details 

User can click any side-bar entry to 

view respective details e.g. if lemmas 

are selected using drop-down menu, on 

click upon any individual lemma entry 

will result in detailed view of its re-

spective occurrence information in 

various sentences. 

Respective information is 

loaded on front-end. 

11 View Tags User can view all tags previously 

stored are displayed on front-end by 

default. 

Tags are displayed on the 

frontend. 

12 Delete Tag User can delete an annotation mark-

er/tag, only if there is no annotation 

text associated with it. 

Tag is deleted successfully. 

13 Add Tag  User can add more tags as per the 

need. 

Tag is added successfully. 

14 Select Tag User can select an annotation marker 

from the list of all available markers so 

far. It is the first step in making anno-

tation. 

Respective tag is selected and 

shown on the frontend. 

15 Perform 

Tagging 

User can select a text span in order to 

assign it the selected tag. 

Respective text span is anno-

tated and highlighted in the 
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frontend. It is added in the 

list of annotations made so 

far as well. 

16 View An-

notations 

User can view all annotations previ-

ously made. 

All annotations are displayed 

on the frontend. 

17 Delete 

Tagged 

Text 

User can delete any previously made 

annotation by deleting it from the 

annotations list. 

Annotation text and its re-

spective highlighting infor-

mation is removed. 

18 Search 

Annotations 

User can search through the annotation 

list with a phrase. 

All the annotations carrying 

input phrase will be filtered 

and shown to the user. 

19 Export 

Annotation 

User can export all annotations with 

multiple facilities and options. 

Export file is created and 

downloaded. 

3.2 User Interface 

This section briefly explains the user interface developed against the annotation tool 

for scientific articles. Fig. 1(a) presents the main screen of the developed web-tagging 

tool. It offers three major operations that cover the use-cases numbered 1, 2 and 3. 

After fulfilling either use case 1 or use case 2, the major working screen of annotation 

tool is shown in Fig. 1(b). This screen has three major structures: left side-bar, middle 

panel and right side-bar. 

 

 
(a) 

 
(b) 

Fig. 1. Major screens of developed tool (a) Start/Main Screen, (b) Working Screen 

The left side-bar is used in order to provide various filters on text including full-text, 

sections, lemmas and annotations (tags). Left side-bar is used to cover the use-cases 

numbered 6-9 and 16 as shown in Fig. 2. Here if an entity from side-bar is clicked, 

respective information is shown in middle portion as shown in Fig. 2 (c). Similarly, 

by clicking the entry from section, respective section is loaded in the full-text tab 

explained in next passage. 
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(a) 

 
(b) 

 
(c) 

Fig. 2. Left side bar functions (a) Sections (b) Lemmas (c) Sentences carrying a lemma 

Middle portion consist of a tabbing interface with three tabs where each tab is focused 

on one major aspect of a scientific article. First tab presents metadata information of 

the article that is loaded via main screen. Second tab presents the citation information 

contained in the loaded article while third tab carries the full-text of respective scien-

tific article as shown in Fig. 3. 

 

 
(a) 

 
(b) 

 
(c) 

Fig. 3. View of tabbing interface (a) Metadata View (b) References view (c) Full-text view 

Right-side bar consists of options related to annotation-markers management. By 

default, it shows all annotation markers that are used in data annotation previously. It 

includes addition of a new maker, deletion of maker and selection of a marker for 

annotation purpose thus covers the use-cases numbered 11-14. Insertion option re-

quires name of annotation marker, its respective color that will be used for highlight-

ing and its brief description. Respective screens are being presented in Fig. 4. 
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(a) 

 
(b) 

Fig. 4. Function of Right-side (a) Addition of new annotation marker (b) Deletion of existing 

marker 

Currently, the tool does not let annotator delete any annotation maker that is used in 

annotations made so far. This is done as a precautionary measure to avoid any data 

loss. Hence, deletion operation for an annotation marker requires that no previous data 

is annotated using respective maker. 

In order to perform annotation on text; two operations are required. First one is se-

lection of annotation marker that is to be applied. After selecting the appropriate 

marker using right-tag screen, next step is to select the text span from middle screen 

that is going to be annotated. By selecting text, selected annotation marker is applied 

and respective background text of selected text span is also highlighted with respec-

tive annotation marker color. Operations against annotation making are presented in 

Fig. 5. 

 

 
(a) 

 
(b) 

 

Fig. 5. Performing annotation, (a) Select the annotation marker  (b) Select the text 

Whenever an annotation is made, it can be also viewed using drop-down menu avail-

able in left-side bar. Using this menu; two annotations related operations can be per-

formed that include searching amongst annotation and deletion of an annotation as 

shown in Fig. 6. When annotation is done, annotator can simply download the file 

using export options by either downloading annotation against current loaded docu-

ment from major working screen or by means of exporting bulk-annotations using 

main screen as presented in Fig. 7. 
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(a) 

 
 

(b) 

Fig. 6. Annotation-related operations (a) Searching annotation using free-text (b) Deleting an 

annotation 

Hence, the developed tool provides various features to reduce the time required in 

annotation of scientific articles. Various textual constructs based filters including 

sections, paragraphs, sentences and lemmas are provided to provide effective means 

during annotation. In addition, users can easily add annotation markers using UI 

without dealing with configurations files as required in other systems. 

 
(a) 

 
(b) 

Fig. 7. Exporting annotations (a) Exporting option from working screen (b) Exporting option 

from main screen 

In view of developments so far, addition of various filters, support provided to export 

the annotations in widely used formats and ease-of-use regarding annotation markers 

management is amongst the most distinctive features of the developed tool. Lastly, 

accuracy of header and citation level metadata extraction is dependent on GROBID, 

that is currently giving state-of-the-art results [22] in the light of recent study fol-

lowed by CERMINE and ParsCit. Therefore, the developed tool can be used to anno-

tate scientific articles in a time-efficient manner. 

4 Conclusion and Future Work 

Due to rapid growth of scientific literature, there is a dire need for systems that can 

perform automatic information extraction from ever-growing scientific articles. Such 

system development would require quality annotated datasets. As scientific article 

annotation is rather a hefty and laborious task. Hence, in this study, a web-based an-
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notation tool is presented which can provide assistance during scientific articles’ an-

notation. In literature there exist different text annotation tools but, to the best of our 

knowledge, there is no easy-to-use web-based annotation tool for scientific articles’ 

annotation. The current version of tool provides rapid and intuitive means to annotate 

scientific articles by offering various text filters and highlighting support. In addition, 

the tool also extracts an article’s metadata information and citation information using 

state of the art text processing libraries. Thus, it has capability to help in generating 

comprehensive datasets for scientific articles including metadata, citation and full-text 

information. 

The tool currently provides PDF processing facility and is primarily developed to 

annotate scientific articles. In future, this tool would be made generic to annotate gen-

eral text datasets. Furthermore, collaboration support between annotators along with 

comparison of various annotations made by different annotators can also be incorpo-

rated. Integration of the tool with different BRAT visualization features is also among 

the possible future extensions. 
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