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ABSTRACT

This paper presents a novel cross-view gait recognition tech-
nique based on the spatiotemporal characteristics of human
motion. We propose a deep fully-connected neural network
with unsupervised learning which transfers the gait descrip-
tors from multiple views to the single canonical view. The
proposed non-linear network learns a single model for all
videos captured from different viewpoints and finds a shared
high-level virtual path to map them on a single canonical
view. Therefore, the model does not require any labels or
viewpoint information in the learning phase. The network is
learned only once using the spatiotemporal motion features
of the gait sequences from several viewpoints, later it is used
to construct the cross-view gait descriptors for the gallery and
the probe sets. The descriptors are classified using simple lin-
ear support vector machine. Experiments carried out on the
benchmark cross-view gait dataset, CASIA-B, and compar-
isons with the state-of-the-art demonstrate that the proposed
method outperforms the existing cross-view gait recognition
algorithms.

Index Terms— Cross-view gait recognition; spatiotem-
poral gait features; view transformation

1. INTRODUCTION

Gait recognition refers to the problem of identifying an in-
dividual using his/her walking style. Unlike other biomet-
rics such as fingerprints, facial features, earlobes; it does not
require human interaction with the imaging system and can
be collected at low resolution in a non-invasive and hidden
manner. Although gait is not as powerful as other biometric
modalities, its characteristic to recognize an individual from a
distance and without any interaction makes it irreplaceable in
many applications including visual surveillance. Gait recog-
nition, however, is challenging as factors like clothing, shoes,
walking surface, injuries and viewpoint can affect the gait.
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Among these, the appearance changes in a person’s walk due
to change in viewpoint is the most challenging and it is un-
avoidable too in the practical surveillance systems. It intro-
duces intra-class variations which are always larger than inter-
class variations caused by other covariates [1].

Numerous cross-view gait recognition techniques have
been proposed lately which can be categorized into three
groups: view-invariant gait features, construction of 3D gait
descriptors, and view transformation models. The approaches
placed in the first category construct a view invariant gait de-
scriptor by transforming the gait sequences of different views
into a common space [2–4]. In [2], a perspective projection
model is proposed to obtain side-view gait images from an
arbitrary viewpoint by assuming that the individual is a 2D
planar object in the sagittal plane. The authors in [3] proposed
the transformation of motion trajectories from an arbitrary
view to a standard plane and their similarities are computed
to identify the individuals. The algorithm presented in [5] em-
ployed subspace learning and used direct linear discriminant
analysis to create a single projection model for classification.
Metric learning based approaches compute a weighting vec-
tor comprising the similarity score related to each feature,
which is used to estimate the recognition score [4]. These
approaches perform good in specific scenarios, they are hard
to generalize for other cases and their feature extraction phase
is also disrupted due to self occlusion [1].

3D gait descriptors computed using multiple calibrated
cameras are another mean to recognize individuals in multi-
view environment. The approaches in this category construct
a 3D gait model of an individual using the 2D gait informa-
tion of an arbitrary view. The authors in [6] proposed a 3D
visual hull model to construct the gait features using the input
from multiple cameras. In [7], a 3D linear model is proposed
to construct view-independent gait features using Bayesian
rules. Such techniques, however, require expensive setup of
multiple calibrated cameras and huge computation. More-
over, they can only be used in a controlled environment and
therefore they are not suitable for real-world applications [5].

View transformation model (VTM) has emerged as a
popular mean to achieve cross-view gait recognition. These



approaches learn a mapping or transformation relationship
among the gait features as perceived from different view-
points. A singular value decomposition based VTM to project
the gait features from one view to another is proposed in [8].
The algorithm in [9] computes the local motion gait features
and builds a VTM using support vector regression. In [10,11],
the canonical correlation analysis (CCA) is used to project
each pair of gait sequence into two subspaces with maximal
correlation. Hu et al. [12] proposed enhanced Gabor gait
(EGG) feature which uses a non-linear mapping to encode
the statistical and structural characteristics of gait across the
views. In [13], a unitary linear projection is proposed to con-
struct a cross-view gait descriptor. Wu et. al [1] proposed
a deep convolutional neural network (CNN) to measure the
similarity between the gait features of different views. Com-
pared to other approaches, the VTM based algorithms have
shown excellent recognition accuracies. However, the ma-
jority of these techniques learn multiple mapping matrices
usually one for each pair of viewpoints.

Contrary to the existing techniques, the proposed deep
neural network (DNN) based method learns a single model
to transfer the gait characteristics from multiple viewpoints to
the single canonical view. Our learning scheme is based on
the observation that the gait characteristics of a person from
different viewpoints still have a common structure that makes
it different from others. Therefore, the gait related features
should be separated from the viewpoint related features which
is not linearly possible. In particular, the proposed algorithm
exploits the spatiotemporal features of human walk and trains
a DNN in an unsupervised manner. The network indeed finds
a virtual path to map the gait descriptors from different views
to the single canonical view. It is worth noticing that we learn
a single model for this mapping using a pretty small and un-
labeled set of multiview walking sequences. Therefore, the
labels are neither required in the learning of our network nor
in the construction of cross-view gait descriptors. Finally, the
learned model is used to transform the gallery and the probe
gait sequences which are fed to the subsequent classifier with
their respective labels for classification. The experimental
evaluation on a large multiview gait dataset, CASIA-B [14],
and comparisons with existing methods confirm the superior
performance of the proposed method.

2. PROPOSE METHOD

The proposed algorithm works in three steps. First, the spa-
tiotemporal based gait representation is computed from the
gait video sequences. Second, we train a DNN in unsuper-
vised mode which finds a shared high-level virtual path to
map the gait descriptors from different views to the single
canonical view. Third, the gallery and the probe sequences
are transformed using the trained network and fed to the sub-
sequent classifier with their respective labels. We used the
simple linear support vector machine (SVM) as classifier to
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Fig. 1. Architecture of the proposed deep neural network.

demonstrate the effectiveness of our model.

2.1. Spatiotemporal based Gait Representation

Most existing gait descriptors operate on the sequences of
extracted binary silhouettes of human. Therefore, their
performance depends upon the variations in the silhouette
shapes and also on the silhouette segmentation accuracy.
An inaccurate segmentation may result in poor recogni-
tion accuracy [15]. In our earlier work [16], we proposed
a spatiotemporal based gait representation which neither
requires the silhouette segmentation nor the gait-cycle esti-
mation. Local motion descriptors such as motion boundary
histogram (MBH) and histogram of oriented gradient (HOG)
were computed from the gait videos along with the dense tra-
jectories. The HOG and MBH local descriptors are encoded
using Fisher vector [17] encoding and a codebook based
on Gaussian mixture model (GMM). The derived features
have demonstrated the best performance in single-view gait
recognition [16], and therefore the same gait representation is
chosen to construct a cross-view gait descriptor. The length
of each spatiotemporal gait feature is set to 2, 000 using the
principal component analysis (PCA).

2.2. View Transfer Model

The proposed algorithm learns a DNN to transfer the gait de-
scriptors of different viewpoints to the single canonical view.
Most existing VTM based approaches [7, 11–13] use a set of
linear transformations between the source and the target view-
points to obtain this mapping. Therefore, such approaches
are unable to capture the non-linear manifolds where the re-
alistic gait scenarios lie [1]. To overcome this problem, we
propose a non-linear deep network that learns a shared high-
level virtual path to map the gait sequences from all source
viewpoints to the same canonical view. Our learning scheme
is based on two observations: first, the gait descriptors from
different viewpoints posses the same high-level representa-
tion that makes it unique from others. Second, there are m
different virtual paths connecting the m source viewpoints to
the canonical view (Fig. 1), and the proposed network aims to



force them to learn a single non-linear virtual path. Thus, the
source viewpoints are mapped to the canonical view through
intermediate virtual views along the non-linear path.

The proposed DNN consists of 4 layers with lh units in
each layer, where l is representing the layer number and h is
the hidden units per layer. During training, the output of each
layer is passed as input to the next layer.

Y1 = f(W1xij + b1), (1)

where Y1 denotes the output of the first layer, xij is the j-th
training instance of the i-th viewpoint, and f(.) is the non-
linear activation function. Moreover, W1 is the weight matrix
and b1 is the bias vector to be learned for the first layer. We
used the leakyReLU (Leaky Rectified Linear Unit) as the ac-
tivation function. It is a variant of ReLU and exhibits better
results. Unlike other activation functions e.g. sigmoid, it does
not suffer from the vanishing gradient problem [1,18]. In con-
trast to ReLU, it allows a small non-zero gradient when the
unit is saturated and not active [18]. Specifically, it assigns a
small slope to the negative part instead of dropping it:

f(x) =

{
x if x > 0;

ax otherwise
(2)

where α is a small constant. Thus, for a given training in-
stance x ∈ <, the output of the first layer Y1 is forwarded as
an input to the second layer, and so on. The output of the last
fully connected layer can be computed as,

t(xij) = Yl = f(WlYl−1 + bl), (3)

where t(xij) represents the non-linear transformation of xij
usingWl and bl. The number of units in each layer are empir-
ically chosen to ensure that the network can efficiently learn
the underlying structure of the data. The size of the hidden
units in the first and the last layers is set to 2, 000 due to the
dimension of our spatiotemporal gait features (Section 2.1),
and the size each intermediate layer is set to 1, 000. Thus, the
redundant information in the input features can be removed
by mapping them to a high-level but low-dimensional repre-
sentation and this computation is performed in the first two
connected layers. Later, this low-dimensional compact rep-
resentation is mapped back to the high-dimensional output
layer using the last two connected layers as shown in Fig. 1.
The learning of the proposed network consists of minimizing
the loss function of the reconstruction error over all training
samples from all viewpoints by updating a set of parameters
Θ = {Wl, bl; l = 1, 2, ..., 4}. Moreover, we add weight decay
Jw to penalize the objective function to reduce the effect of
over-fitting. For m viewpoints and n instances in each view,
the reconstruction error eΘ is defined as,

eΘ =
1

2mn

m∑
i=1

n∑
j=1

‖ xcj − t(xij) ‖2 +λJw,
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Fig. 2. Construction of the cross-view descriptor and classifi-
cation using linear SVM. The output of the last layer is used
as cross-view gait descriptor.

where c is the canonical view and λ is the weight decay
parameter. Large weights may cause highly curved and non-
smooth mappings [19]. The weight decay penalizes the large
weights and keeps them small to make the mappings smooth
and to reduce the over-fitting. We used mini-batch stochastic
gradient descent method through back-propagation to min-
imize the objective function over all the training samples.
During training, the input to the first and the last layers of our
network are the spatiotemporal gait features from the source
viewpoints (i.e. all possible viewpoints) and the canonical
view (i.e. 90◦), respectively. Thus, the proposed network
tries to get the output of the descriptor to be close to its
canonical view regardless of its input view.

2.3. Cross-view Gait Descriptor and Classification

It can be observed from (3) that the non-linear transforma-
tion function t(xij) provides the canonical view representa-
tion of gait sequences obtained from any unknown viewpoint,
which can be used as cross-view gait representation. Since
the proposed DNN consists of a set of non-linear transforma-
tions {Y1, . . . , Y4} to map the gait sequences from different
viewpoints to a canonical view, the output of the last layer in
the proposed DNN is selected as cross-view gait descriptor
(Fig. 2) because it encodes the influence of all these trans-
formations and provides the canonical-view representation of
gait. For classification, the gait descriptors of gallery set are
selected and their cross-view gait representation is obtained
using the learned network. They are used to train a classifier
along-with their respective labels. We used a simple linear
SVM [20] to show the strength of our proposed deep network.
In testing, the cross-view descriptors of the probe sequences
are computed and fed to SVM to identify the walker.

3. EXPERIMENTS AND RESULTS

The performance of the proposed algorithm is evaluated on
the benchmark CASIA-B gait dataset and the results are com-
pared with the current state-of-the-art.



Table 1. Performance on CASIA-B gait dataset. The gallery
set (θg) consists of all views excluding the view in the probe
set (θp). The best results are marked in bold.
θg : nm1 − nm4 0◦ - 180◦ 36◦ - 144◦

θp : nm5 − nm6 0◦ 54◦ 90◦ 126◦ 54◦ 90◦ 126◦

SVR [9] - 28 29 34 35 44 45
TSVD [23] - 39 33 42 49 50 54
CMCC [11] 46.3 52.4 48.3 56.9 - - -
ViDP [13] - 59.1 50.2 57.5 83.5 76.7 80.7
CNN [1] 54.8 77.8 64.9 76.1 90.8 85.8 90.4
Proposed 58.5 97.5 91.5 97 98.5 93.5 98.0

3.1. Implementation Details

The deep network is constructed using an open source library
Keras [21] with Tensorflow [22] at back-end, and trained us-
ing back-propagation with logistic regression loss defined in
(4). The network parameters Θ are initialized using simple
random initialization method [19]. All the bias terms bl are
initialized with zero and the weight matrix Wl is initialized
using the Gaussian distribution with zero mean and 0.05 stan-
dard deviation. The size of the mini-batch is set to 64 and the
values of λ and the learning-rate are set to 0.0001 and 0.001,
respectively, using multi-resolution search [19].

3.2. Recognition Results on CASIA-B

The CASIA-B dataset comprises the gait sequences of 124
subjects captured using eleven different viewpoints: 0◦, 18◦,
36◦, . . ., 180◦. Ten walk sequences are recorded for each sub-
ject with three variations: normal walk (nm), walk with bag
(bg), and walk with coat (cl). Among these ten sequences, six
belong to nm, two to each bg and cl. Cross-view gait recog-
nition on this dataset is quite challenging due to large cross-
view angles and it is even more difficult when the probe and
the gallery sets belong to different walking scenarios [1, 5].
Similar to [1], the gait sequences of randomly selected 24
subjects are used to train the proposed DNN and the videos
of remaining 100 subjects are used in the performance evalu-
ation. In all experiments, the first four normal walk sequences
(nm1 − nm4) of test dataset are used to form the gallery and
the rest are used in different probe sets. Similar to the state-
of-the-art [1,5,24], three types of experiments are performed.
In the first set of experiments, the gallery set contains the gait
sequences from multiple viewpoints excluding the view in the
probe set. The recognition accuracies are presented in Table 1
which show that our method outperforms the compared meth-
ods in all experiments with significant margins.

In the second set of experiments which are derived
from [4, 11], the gallery set contains the gait sequences from
90◦ viewpoint and the rest of the viewpoints are used in probe
sets (θp), separately. The recognition accuracies are listed in
Table 2 which reveal that our method outperforms the others
in all experiments except two viewing angles 108◦ and 126◦

Table 2. Performance on CASIA-B gait dataset with gallery
view 90◦. The best results are marked in bold.
θp 0◦ 18◦ 36◦ 54◦ 72◦ 108◦ 126◦ 144◦ 162◦ 180◦

JDLDA [5] 20 25 37 58 94 - - - - -
Method [25] 12 20 30 60 92 92 62 35 19 12
MvDA [26] 17 27 36 64 95 - - - - -
GII [27] 17 26 54 84 98 98 84 50 25 14
JSL [4] 20.5 35.5 56.5 81.5 96.5 96 89.5 50 34.5 21.5
DATER [12] 3.2 7.4 16.8 48.1 66.5 - - - - -
Method [11] 18 24 41 66 96 95 68 41 21 13
Proposed 51.5 53 63 85.5 99 83 55.5 54 52 51

Table 3. Performance on CASIA-B gait dataset under various
scenarios of walk. In each block, two recognition results of
bg and cl are presented, separated with ‘/’. The best results
are marked in bold.
θp 54◦ (bg/cl) 90◦ (bg/cl) 126◦ (bg/cl)

Method [24] 94.2 / 93.5 92.3 / 92 95.1 / 94.2
Method [28] 76.4 / 87.9 73.7 / 91.1 76.9 / 86.2
RLTDA [12] 80.8 / 69.4 76.5 / 72.1 72.3 / 64.4
Robust VTM [29] 40.7 / 35.4 58.2 / 50.3 59.4 / 61.3
FT-SVD [8] 26.5 / 19.8 33.1 / 20.6 38.6 / 32
CNN [1] 92.7 / 49.7 88.9 / 75.6 86.0 / 51.4
Proposed 96 / 94.5 87.5 / 91 98.5 / 94

where JSL [4] performs better than our method. In the last set
of experiments the robustness of the propose method is tested
under various conditions on the gait sequences recorded at
54◦, 90◦ and 126◦. Similar to [24], the gallery set comprises
the gait sequences of normal walk from viewing angle 36◦ to
144◦. The results are presented in Table 3 and the statistics
show that our method outperforms the compared methods
in most experiments. The results of the experimental eval-
uation presented in Tables 1 to 3 reveal that the proposed
method performed consistently better than the state-of-the-art
cross-view gait recognition techniques.

4. CONCLUSION

In this paper, we have presented a novel cross-view gait recog-
nition method using a non-linear deep neural network with
unsupervised learning. The network is trained using the spa-
tiotemporal motion features of human gait. It transfers the
gait descriptors of an individual from multiple viewpoints to
a single canonical view. The cross-view gait representation
of a testing instance is achieved by its forward propagation
through the trained network. Excellent classification results
using a simple linear SVM reveal the effectiveness of the pro-
posed network. In the experimental evaluation carried out on
a large benchmark gait dataset, our method outperformed the
exiting techniques in most experiments.
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